
The conundrum of AI Art and copyright  

In recent years, the development of sophis�cated ar�ficial intelligence systems is ushering in a new era of 
digital art. AI Art, the art that is produced by genera�ve AI systems, has been met with equal amounts of 
excitement and uncertainty. These tools have the power to both enhance and threaten the crea�ve industry 
as we know it. While it is crea�ng new opportuni�es for ar�sts, it is also raising legal and ethical ques�ons from 
an intellectual property perspec�ve. 

Many in the crea�ve industry are concerned about the so-called ‘input’ data that is used to develop these 
systems. They worry about how informa�on is scraped from the internet, including art protected by copyright, 
and is then used to produce ‘new’ images without permission from the copyright holder. Further, there is 
confusion around whether the generated products, the ‘output’, atracts copyright protec�on. And if it does, 
who owns that copyright. 

Consequently, a plethora of lawsuits involving genera�ve AI systems are producing different answers to the 
ques�on of whether AI-generated art atracts copyright and whether AI system training is lawful. 

What is genera�ve AI and system training? 

Genera�ve AI is a subset of AI that generates content strongly resembling the product of human crea�on. Users 
insert a text prompt, and the system produces outputs including texts and images in response. To do this, the 
genera�ve AI system is trained on huge datasets of exis�ng material ‘scraped’ from publicly available sources 
on the internet. The system can then be fine-tuned to a par�cular content domain, honing the data down to 
the most relevant. A�er the system has been trained, it draws on deep learning techniques and algorithms to 
‘learn’ paterns and structures within exis�ng content to generate ‘new’ content in response to a user’s 
prompt. 

Examples of genera�ve AI pla�orms include the Chat-GPT, a text-to-text system and, more significantly for this 
ar�cle, DALL-E, Midjourney and Stable Diffusion, text-to-image systems.   

Copyright issues: input 

Text and data mining (TDM) is one technique used during the training stage of genera�ve AI systems. The TDM 
process involves the extrac�on of vast amounts of data to analyse and iden�fy paterns which can be used to 
improve the performance and output of AI systems. This data scraping o�en includes copyright-protected 
content reproduced without consent from the copyright holders.  

This raises serious concerns for ar�sts. Scraping data has the poten�al to impact ar�sts’ careers as AI systems 
learn how to create works in their ar�s�c styles. This means users can easily recreate other ar�sts’ art. Digital 
ar�st Greg Rutkowski has reported that his name ranks among the most popular prompts – more so than 
Picasso. A�er scraping his images from the internet, users can prompt AI pla�orms to produce output that 
strongly resembles the classical pain�ng style of fantasy landscapes for which he is known. Digital ar�sts are 
being inadvertently punished for making their art accessible. TDM therefore raises difficult ques�ons of ethics 
and legality, and the UK, EU and US are diverging on their approach to this prac�ce.  

Legal posi�on 

United Kingdom (UK) 

In the UK, copyright is governed by the Copyright Designs and Patents Act 1988 (CDPA) under which there is 
one narrow TDM excep�on. Sec�on 29A allows TDM of copyrighted works for non-commercial research 
provided that the user has lawful access. The UK recently abandoned a proposal to broaden the excep�on 
following cri�cism from crea�ve industries who believed the proposal had not taken sufficient account of the 
poten�al harm it could cause them. However, not widening the excep�on could nega�vely impact the UK’s 



posi�on as an AI leader as countries with broader copyright excep�ons to TDM are atrac�ng more AI 
developers.  

While not extending the TDM excep�on, the UK Intellectual Property Office (UKIPO) has been working on 
establishing a voluntary AI copyright code. This code seeks to balance the need for genera�ve AI pla�orms to 
have access to training data with the need for creators to be compensated for the use of their copyrighted 
works. Striking this balance presents a challenge and the UK government, with support from representa�ves 
in the technology and crea�ve industries, does not want to rush its conclusion. However, with the increasing 
uncertainty around data training infringing copyright protec�on and the nega�ve impact this is having on the 
crea�ve industry, the need for guidance is becoming pressing. This non-legisla�ve code was intended to be 
completed by autumn 2023, but it is now unlikely that we will see it un�l 2024. 

European Union (EU) 

In the EU, there is a broad TDM excep�on provided under the Direc�ve on Copyright in the Digital Single 
Market. 1 Ar�cle 4 allows individuals such as commercial AI developers to make copies of works for the purpose 
of extrac�ng informa�on from text and data and retain them for as long as they are needed for AI training – as 
long as they had legi�mate access to the content, and that the copyright owner had not expressly ‘opted out’ 
of the excep�on. If the copyright owner has not opted out, AI providers can rely on the excep�on to jus�fy 
extrac�ng or reproducing his/her works.  

The forthcoming EU AI Act (the EU Parliament adopted amendments of 14 June 2023 combined with the EU 
Commission Proposal of 21 April 2021 is the latest text available at the �me of wri�ng) imposes specific 
requirements on genera�ve AI systems. Providers will have to: 

• train, design and develop the genera�ve AI system in such a way that there are state-of-the-art 
safeguards against the genera�on of content in breach of EU laws; 

• document and provide a publicly-available detailed summary of the use of training data protected by 
copyright; and 

• comply with stronger transparency obliga�ons. 

The former two obliga�ons aim to protect against the infringement of intellectual property rights (and in 
par�cular against copyright infringement).   

The later obliga�on aims to avoid, through transparency, the use of a genera�ve AI systems to create 
manipula�ve content. Where a genera�ve AI system has been used to create “deep fakes” (i.e. text, video or 
audio that appears to be authen�c or truthful while it is not), the users that created such content must disclose 
that the content is AI generated or manipulated and (where possible) indicate the name of the legal or natural 
person that generated or manipulated the content. 

Further, genera�ve AI systems qualify as a type of founda�ons model2 (or general-purpose AI (GPAI) model, 
the new terminology apparently voted on when the Act (not yet published) was adopted on 8 December 2024), 
accordingly providers of genera�ve AI systems must comply with the obliga�ons imposed by the Act on 
providers of founda�on models/GPIA models.  They include: 

• only using datasets that are subject to an appropriate data governance ensuring that the datasets are 
suitable and unbiased;  

• designing, developing and tes�ng the founda�on model to ensure performance, predictability, 
interpretability, corrigibility, safety and cybersecurity throughout its lifecycle; 

• developing technical documenta�on and intelligible instruc�ons for the founda�on model. The 
provider must keep this technical documenta�on available for the competent authori�es for a period 
of ten years from the date of market introduc�on; 



• establishing a quality management system to ensure and document compliance with the AI Act; and 
• registering the genera�ve AI model in a public EU database that the EU Commission has been tasked 

to introduce. 

Finally, genera�ve AI systems must comply with the obliga�ons that apply to AI systems depending on their 
risk categorisa�on. The Recitals of the AI Act clarify that the development of a genera�ve AI system or 
founda�on model, as such, does not lead to a high-risk classifica�on. For each specific genera�ve AI system, 
one must assess the risk classifica�on of such AI system – and comply with the corresponding obliga�ons.   

The final text of the EU AI Act is not available yet.  It is possible that when published, the terminology and the 
obliga�ons imposed on providers of genera�ve AI systems will have been slightly modified.  However, we do 
not expect significant changes. 

The EU AI Act will come into force progressively, most likely between summer 2024 and summer 2026.   
Compliance obliga�ons affec�ng genera�ve AI systems are expected come into force in mid-2025.   

United States (US) 

In the US, in place of a TDM excep�on, the law relies on ‘fair use’ under sec�on 107 of the US Copyright Act 
1976. The fair use doctrine permits the unlicensed use of copyrighted material in certain circumstances. 
Sec�on 107 provides the legal framework for determining what uses may qualify. This involves balancing, on a 
case-by-case basis, the purpose and character of the use (transforma�ve use), the nature of the copyrighted 
work, the por�on used and the effect of use on the poten�al market for, or value of, the protected work. 

AI developers have long taken the view that fair use would protect them from copyright infringement claims. 
In Authors Guild v Google, the court ruled in favour of Google that the ac�ons of scanning and digitalising 
printed copyright-protected books for an online searchable database was protected under the fair use 
doctrine.3 The court deemed Google’s ac�ons sufficiently transforma�ve. However, considering the recent 
Andy Warhol Foundation for the Visual Arts, Inc v Goldsmith case, fair use may not be the strong founda�on 
that AI companies thought it was.4 Here the courts shi�ed the fair use analysis away from transforma�ve use 
and considered how the secondary work was being used.  

AI is inherently transforma�ve, taking exis�ng data to generate something new. However, transforma�on 
should be more than just an aesthe�c altera�on. It should significantly alter the original work’s func�on and 
purpose. Though not a mater of AI Art, the court in Warhol, by applying the doctrine of fair use as it did, could 
undermine the strength of genera�ve AI developers’ case in future copyright infringement claims.  

Currently, there are ongoing claims on TDM issues being brought in the US. Earlier in the year, Gety Images 
filed a lawsuit accusing Stability AI of infringing its copyright a�er more than 12 million images were used for 
training data.5 A similar claim was also filed in the UK on the same basis. No court in either country has issued 
a ruling in the disputes but given the differing TDM laws, it will be interes�ng to compare the approach taken 
by each court.  

Google also recently asked a US court to dismiss a lawsuit against them claiming that data scraping to train a 
genera�ve AI system violated millions of people’s intellectual property rights. Google argues that the lawsuit 
would ‘take a sledgehammer not just to Google’s services but to the very idea of genera�ve AI’.6 If every 
jurisdic�on took a restric�ve approach to TDM, then AI systems would struggle to gather enough data to 
adequately train.  

Poten�al solu�ons 

Since raising mul�ple TDM lawsuits, Gety Images released its own AI photo-genera�on pla�orm trained solely 
on their stock image library. So confident that their pla�orm is free of any third party copyright-protected 
material, they are offering indemni�es to their users. This is an increasing trend. Other system providers are 



offering similar indemni�es to cover any copyright infringement claims brought by third par�es against users 
of their pla�orms. This is an atempt to combat the wariness some are feeling about using genera�ve AI tools 
for fear of the intellectual property risks. 

Since it is not possible for all genera�ve AI pla�orms to have their own copyright free libraries to train on, and 
with copyright lawsuits already underway, alterna�ve solu�ons will need to be discussed for safeguarding AI 
training data. Ideas including data-sharing agreements or royalty-based compensa�on models have been 
suggested.7 Data-sharing agreements could regulate the access, use and administra�on of protected content 
used in the AI training process. A royalty-based scheme could be implemented that provides creators with a 
set fee or por�on of revenue for the use of their copyright-protected material. Such solu�ons could also act as 
an incen�ve for users to contribute their works to the future improvement of genera�ve AI systems.  

Un�l a sa�sfactory arrangement can be reached, AI developers need to be aware that the crea�ve industry is 
coming up with their own solu�ons and protec�on. A new data poisoning tool, Nightshade, was announced at 
the end of October 2023. This tool can ‘poison’ AI training data and damage the outputs of image-genera�ng 
systems to the point of rendering them useless. The poisoned pixels are invisible to the human eye – an ar�st’s 
image of a dog will s�ll look like a dog. However, an AI system will read the poisoned pixels of the dog’s image 
and generate the image of a cat.  

It is s�ll too early to tell what the significance of Nightshade will be, but the so�ware developers behind it have 
created it as an open source. This means that other so�ware developers can take the programme and build 
their own versions thus broadening the data poisoning tools available. This poses a real issue for the future of 
AI systems. Once a system has been exposed to poisoned data, it is difficult to fix. Exposure to enough poisoned 
images may permanently damage an AI system to the point of being unusable.  

Copyright issues: output 

Further copyright issues arise in the output produced by genera�ve AI. With genera�ve AI systems, it is easy 
for anybody to be an ar�st. However, whether the art produced by genera�ve AI systems atracts copyright 
protec�on is uncertain. Copyright protects the author from others copying their crea�ve output. Where there 
is no direct human involvement in the crea�ve process, there is typically no author. 

UK 

The UK is unique in that it already protects computer-generated works which do not have a human 
creator/author (s 178 of the Copyright Designs and Patents Act 1988 (CDPA)). Sec�on 9(3) CDPA provides that 
the author of a computer-generated work is ‘the person by whom the arrangements necessary for the crea�on 
of the work are undertaken’. There is uncertainty around who this defini�on of an author or ‘arranger’ relates 
to. It is likely to be the user of the genera�ve AI pla�orm, the one who inserts the prompts. An AI system cannot 
be an author as it is not human, and it is argued that the AI developer is too far removed. This provision was 
established in 1988 and it remains to be seen whether it is adequate for today’s advanced technology. The UK 
Government has announced that it has no plans to amend the CDPA to cater for AI generated works at this 
�me.  

EU 

There is no statutory provision gran�ng copyright protec�on to computer-generated works in the EU. Rather, 
a work must sa�sfy the originality criterion to atract copyright. The prevailing approach for determining 
originality is through evalua�ng whether the work is of an author’s ‘own intellectual crea�on’. The EU has not 
ruled out the possibility that this criterion could extend to AI Art. In an EU Commission paper, it was 
recommended that AI Art qualify for copyright protec�on if a human made sufficient crea�ve choices which 
are expressed in the final AI-assisted output.8 AI-assisted work would require that a human edit, refine and 



improve the generated content to have some input in the final work. It appears that the key is human crea�vity 
though there is no case law or parameters to guide this yet.  

US 

The US has taken a strict approach to ‘human authorship’. Like in most countries, the US Copyright Act 1976 
does not extend protec�on to computer-generated works. There have been mul�ple AI Art copyright claims 
and so far, the US is taking a hard and fast approach of dismissal. 

The US Copyright Office (USCO) amended their decision to grant copyright for the graphic novel, Zarya of the 
Dawn in February 2023 a�er discovering the author used the AI pla�orm Midjourney to generate images. In 
their updated decision, they limited the copyright registra�on to only the text and the sec�on and arrangement 
of the images, but not the individual images themselves.  

In August 2023, a U.S. court in Washington D.C. upheld the refusal of USCO to grant copyright to the AI 
generated image A Recent Entrance to Paradise. The USCO Review Board stated that they would not register 
work ‘produced by a machine or mere mechanical process’ that operates ‘without any crea�ve input or 
interven�on from a human author’.9 In court, Judge Howell expanded on this ruling that ‘copyright has never 
stretched so […] as to protect works generated by new forms of technology opera�ng absent any guiding 
human hand […]. Human authorship is a bedrock requirement of copyright’.10  

The above indicates that, in some circumstances, the US may grant copyright provided there is crea�ve input 
from a human. However, in September 2023, USCO rejected copyright for the AI generated image, Théâtre 
D’opéra Spatial for a second �me despite the author arguing that beyond entering the prompt, they adjusted 
the scene and dictated the tone of the image. USCO requires that a ‘meaningful’ amount of human effort in 
the final work must be proven. There must be ‘sufficient’ varia�on to dis�nguish it from the original generated 
image.11 However, with USCO consistently refusing to grant copyright in any AI Art, what cons�tutes a 
‘meaningful’ or ‘sufficient’ amount of human input is uncertain.  

Genera�ve AI enthusiasts have argued that the outputs of genera�ve AI systems are no different to works 
produced by a camera. The act of a user inser�ng a prompt is akin to a photographer pressing a buton, thus 
they argue that the output should atract copyright protec�on in the same way. However, Judge Howell 
dis�nguished photographs from AI Art in her ruling upholding that photographs are the produc�on of a 
photographer’s, the author’s inven�on and crea�vity. The ability to copyright photographs rests in the fact that 
the human creator, not the camera, conceived of and designed the image and then used the camera to capture 
it.  

For now, there are minimal guiding principles when it comes to copyright eligibility in AI Art. Human 
involvement and crea�ve input con�nue to be the reference point for copyright protec�on, but how far these 
concepts will be stretched is unclear. The UK and EU courts have yet to form a view. However, it is inevitable 
that AI Art copyright claims will arise, and courts throughout Europe will have to take a posi�on. Currently, 
signs are that they will offer copyright protec�on to AI Art more readily than in the US. The US’s strict human 
authorship requirement may evolve, in �me, to accept AI Art where there is a degree of human involvement, 
however, current case law does not suggest this will happen any �me soon.  

Final thoughts 

The rise of genera�ve AI is regularly cited as ‘unprecedented’ in the media. However, genera�ve AI systems 
have been around as early as the 1960s when the first chatbot, ELIZA, was released (though the term was 
coined later). In the past year, with the emergence of systems like Chat-GPT and DALL-E, genera�ve AI has been 
forced to the forefront of our minds. With governments looking to regulate AI, proposing various legisla�on, 
frameworks, and codes, as well as hos�ng safety summits, it is understandable that some are feeling a deep 
sense of distrust towards AI.  



However, with the current cri�cisms it can be easy to forget that between 2016 and 2020, AI Art was regarded 
with interest and welcomed in the art market. In 2016, The Next Rembrandt, a 3D printed pain�ng was created 
using AI that imitated Rembrandt van Rijn’s style and brushstrokes. Five years later, AI was used again to 
reconstruct the missing pieces of another Rembrandt work housed in the Rijksmuseum in The Netherlands.  

In 2018, Chris�e’s auc�oned the AI Art Portrait of Edmond Belamy for $432,500. The following year, Sotheby’s 
also engaged in the sale of AI generated art. Exhibi�ons and art fairs showcased various AI ar�sts and the world 
seemed genuinely interested in this new ar�s�c movement.  

This fusion of art and technology and its rapid and currently under-regulated development has raised concerns. 
However, AI has many applica�ons capable of adding value to the work of scholars and experts. Already AI 
systems are assis�ng in the deciphering of ancient, damaged scrolls.  AI applica�ons also are being developed 
to assist the authen�ca�on process. For now, AI cannot and will not replace the human eye and exper�se.  But 
AI is a tool that can create opportuni�es and improve current prac�ces and accessibility.   

Ellie Prits is a good example. Prits is an LA-based ar�st who developed a degenera�ve neurological condi�on 
which impacted her ability to con�nue to create art. To overcome the physical limita�ons caused by her 
condi�on, she uses genera�ve AI to make new art. Trained on a dataset of 15 years of her own work, genera�ve 
AI has allowed Prits to con�nue her art prac�ce. Such systems have also helped re-establish the work of game 
illustrator, Sean Aaberg, who lost his ability to sketch a�er a stroke le� him par�ally paralysed. A self-proclaimed 
Luddite, Aaberg now believes that genera�ve AI has saved his ar�s�c life.  

Unfortunately, it is unclear at this stage whether AI art produced by those ar�sts qualifies for copyright in their 
respec�ve jurisdic�on. While not all AI Art will or should be protected by copyright, these are two examples 
that demonstrate how AI Art can be infused with emo�on and humanity. Despite what cynics and some current 
legal systems say, crea�ve output such as these should be protected. 

Genera�ve AI is in its infancy, yet the law must catch up and adapt to new forms of crea�ve output. Current 
copyright laws are no longer fit for purpose given the progress of technology and the availability of data in the 
digital world.  The legislator and the courts will, eventually, take a view, however, un�l then, the uncertainty is 
damaging both the crea�ve industry and users of crea�ve materials.  The other issue is that in a global world, 
the na�onal, piecemeal, approach to copyright protec�on adds risk for all concerned.  The regula�on of 
copyright in AI art and other areas where art and technology intersect, should be addressed interna�onally. 

Eloise Calder and Pierre Valen�n 
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